
HAL Id: hal-03597248
https://hal.archives-ouvertes.fr/hal-03597248

Submitted on 4 Mar 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Counting walks by their last erased self-avoiding
polygons using sieves

P.-L Giscard

To cite this version:
P.-L Giscard. Counting walks by their last erased self-avoiding polygons using sieves. Discrete Math-
ematics, Elsevier, 2020, 344 (4), pp.112305. �10.1016/j.disc.2021.112305�. �hal-03597248�

https://hal.archives-ouvertes.fr/hal-03597248
https://hal.archives-ouvertes.fr


Counting walks by their last erased self-avoiding

polygons using sieves

Pierre-Louis Giscarda
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Abstract

Let G be an infinite, vertex-transitive lattice with degree λ and fix a vertex
on it. Consider all cycles of length exactly l from this vertex to itself on
G. Erasing loops chronologically from these cycles, what is the fraction
Fp/λ

`(p) of cycles of length l whose last erased loop is some chosen self-
avoiding polygon p of length `(p), when l → ∞ ? We use combinatorial
sieves to prove an exact formula for Fp/λ

`(p) that we evaluate explicitly. We
further prove that for all self-avoiding polygons p, Fp ∈ Q[χ] with χ an
irrational number depending on the lattice, e.g. χ = 1/π on the infinite
square lattice. In stark contrast we current methods, we proceed via purely
deterministic arguments relying on Viennot’s theory of heaps of pieces seen
as a semi-commutative extension of number theory. Our approach also sheds
light on the origin of the difference between exponents stemming from loop-
erased walk and self-avoiding polygon models, and suggests a natural route
to bridge the gap between both.
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1. Context

1.1. Self-avoiding objects and loop-erased walks

The “widely open problem of counting Self-Avoiding Walks (SAWs) and
Self-Avoiding Polygons (SAPs) on lattices” (quoting Flajolet & Sedgewick)
was first conceived from the study of polymer chemistry, but these objects
arise in a wide range of physical and mathematical problems; e.g. as phase
boundaries [1] and in percolation clusters [2, 3, 4] or, as B. Mandelbrot ob-
served [5], from the outer frontier of Brownian motion [6]. Because in such
models SAWs and SAPs are invariably realised through random processes,
the problem of studying and counting them has so far only been attacked with
tools from statistical physics and probability theory. Works along these direc-
tions have yielded deep insights into renormalisation and conformal mappings
such as the relation between self-avoiding curves and the Schramm-Loewner
Evolution (SLE) [7, 8], and the result of H. Duminil-Copin and S. Smirnov
who proved the value of the connective constant of the honeycomb lattice
[9].

One of the most active subfields of this research concerns loop-erased
random walks (LERWs) introduced by G. Lawler [10]. Lawler’s original
motivation was to produce yet another model of random generation of self-
avoiding objects. Indeed, removing loops from an ordinary random walk
in chronological order–the so called loop-erasing procedure–yields the self-
avoiding ‘skeleton’ of the walk. LERWs are now the object of much research
on conformal loop ensembles and loop soups [11, 12, 13]. At the heart of this
activity are conformally invariant loop measures, one of which [13] associates
to a SAP p the proportion of all cycles–also known as closed walks–whose
last erased loop is the SAP p. This measure, studied within the framework
of probability theory, remains very difficult to evaluate explicitly. Indeed,
this requires a complicated mapping to Abelian sand-pile models followed
by arduous calculations which were completed only for the shortest SAPs
(length less than 6). But the straightforward combinatorial meaning of the
measure as a proportion means that a purely deterministic counting method
should be able to evaluate it as well. This is indeed so, using number theoretic
sieves and heaps of cycles.

1.2. Heaps of cycles and number theory

The theory of heaps of pieces [14, 15, 16], which describes the combi-
natorics of piles of arbitrary pieces, has now found a remarkable number of
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applications throughout mathematics, from combinatorics to group theory.
Studying specifically heaps of cycles on graphs, called hikes, P.-L. Giscard
and P. Rochet showed that these constitute a very natural semi-commutative
extension of number theory [17]. This extension comprises all the fundamen-
tal objects of number theory (zeta functions, sieve methods) as well as most
of the relations between these. In this context, the hikes themselves ex-
tend the natural integers, the walks (a.k.a. paths) extend the integers of the
form pk with p prime and SAWs and SAPs extend the primes. This last
observation implies that in the semi-commutative framework of the hikes,
the extension of the prime number theorem will give the asymptotic number
of SAPs on regular lattices. What is even more remarkable here is that the
set of prime factors of a walk as dictated by the extension of number theory
precisely coincides with the loops erased from a walk in Lawler’s procedure.
The fundamental premise of this work is that the tools offered by number
theory are also effective in the study of self-avoiding objects.

1.3. Layout

In this self-contained contribution (definitions in §3), we use purely deter-
ministic sieve techniques for evaluating the asymptotic fraction of all closed
walks whose last erased loop is any given SAP p on any finite graph (§4) or
infinite vertex-transitive lattice (§5). We arrive at an exact, closed-form,
easy to evaluate formula for this fraction, immediately presented in the
next section. Within the framework of probability-theory, this fraction is a
conformally-invariant loop-measure known and studied by Lawler [13]. The
sieves also make it clear that the loop-measure comes with seemingly hith-
erto unnoticed error-terms (Appendix E), which explain combinatorially the
difference between LERW and SAP exponents. A route for overcoming this
final hurdle using 1990s work is suggested (§6).

2. Statement of the main result and illustrations

2.1. Main theorem

The main result, which we prove in the remainder of this work is as
follows:

Infinite Sieve Theorem. Let G be an infinite vertex transitive graph of
bounded degree λ and let AG be its adjacency matrix. Let p be a self-avoiding
polygon on G. Let {GTor

N } be a the small tori sequence of vertex-transitive
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graphs on N vertices converging to G as N → ∞ (see Appendix A). Let
R(z) be the ordinary generating function of all closed walks on G with fixed
initial vertex. Then, on GTor

N , the fraction of all hikes, i.e. heaps of cycles,
which are closed walks whose last erased loop is p is given asymptotically for
N � 1 by

αN

N

Fp
λ`(p)

.

In this expression α := limz→1/λ− exp
(∫

1
z

(
R(z)− 1

)
dz
)
, α ∈]0, 1[, is well

defined and Fpλ
−`(p) designates the fraction of all closed walks defined up to

translation on G whose last erased loop is p. This fraction is explicitly given
by

Fp
λ`(p)

=
1

λ`(p)+1
degT. adj

(
I + CG

∣∣
p
.Bp
)
. 1, (1)

where adj(.) designates the adjugate operator, Bp is the adjacency matrix
of the graph Gp induced by p and its immediate neighbours on G, 1 des-
ignates the vector full of 1 and deg = diag(B2

p) is the vector of vertex-
degrees on Gp. Finally, CG|p is the restriction to Gp of the matrix CG :=
limz→1/λ−(I − Pλ)R(z), with Pλ the projector onto the eigenspace associated
with the dominant eigenvalue and R(z) := (I − zAG)−1 is the resolvent of
graph G.

Corollary 2.1. Let G be an infinite vertex-transitive lattice of degree λ. Let
p be a self-avoiding polygon on G and let Fp λ

−`(p) be the fraction of all closed
walks whose last erased loop is the SAP p.

- If G is a d-dimensional hypercubic lattice, then Fp ∈ Q[1/πd−1].

- If G is the triangular, hexagonal or Kagomé lattice, then Fp ∈ Q[
√

3/π].

The error terms generated by the sieve on infinite graphs are given in
Appendix E together with a discussion of their relevance for analytical esti-
mates of the asymptotic growth of the number of SAPs of length ` as `→∞.
See also the discussion of §6.

From a practical point of view, we observe that the matrix Bp is of size
e(p)× e(p), where e(p) is the number of vertices of G at distance at most 1
from p. Since clearly `(p) ≤ e(p) ≤ λ`(p), computing the fraction Fp/λ

`(p)

costs O
(
`(p)3

)
operations.
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The lattice constant α relates the densities of walks and of hikes on the
infinite lattice G. On the square lattice, α = 1

4
e

4C
π ' 0.8025... with C Cata-

lan’s constant.

The matrix CG is easy to obtain on regular graphs because its entries
obey the same recursion relations as the graph resolvent. More precisely, let(
CG
)
m,n

designate the entry of the matrix corresponding to jumping from

vertex m to vertex n. Then λ
(
CG
)
m,n

=
∑

i∈N (n)

(
CG
)
m,i

+
∑

j∈N (m)

(
CG
)
j,n

,

where N (n) and N (m) designate the set of vertices that are neighbours to
n and m on G, respectively. On the square lattice this implies that CG has
the following explicit expression:

(
CG
)
ij

= − 1

π

∫ ∞
0

1

τ

(
1−

(
τ − i

τ + i

)xij−yij (τ − 1

τ + 1

)xij+yij)
dτ

where i
2 = −1, xij and yij are the distance along x and y between vertices i

and j of Gp, respectively. In particular if xij = yij = m then

(
CG
)
ij

= − 4

π

m−1∑
k=1

1

2k + 1
= − 2

π

(
Hm− 1

2
+ log(4)

)
,

with Hm the mth harmonic number. Explicit expressions for CG have already
been determined on many more lattices owing to its relation with lattice
Green’s functions and the resistor problem [18, 19].

2.2. Illustrations

We may now illustrate the Infinite Sieve Theorem with concrete results on
the infinite square lattice.

I The fraction of closed walks whose last erased loop is a given edge e is

Fe
42

=
1

8
= 0.125.

Since a point is connected to 4 edges, this means that an edge is the last
erased loop of 1/2 of all closed walks on the square lattice. In the language
of the semi-commutative extension of number theory that holds for walks
and hikes on graph, this indicates that 1/2 of all closed walks on the square
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Figure 1: Exact fraction of closed walks of length ` on the infinite square lattice whose last
erased loop is a 1× 1 square as a function of the length of these walks. The exact fraction
was obtained from the extension of Viennot’s lemma to infinite graphs Proposition 5.1
and Eq. (3). The exact fraction converges to its asymptotic value proportionally with the
inverse of the walk length, as dictated by an analysis of the error terms associated with
the Infinite Sieve Theorem, see Appendix E.

lattice whose unique right prime divisor is an edge cycle.

I The fraction of closed walks whose last erased loop is a 1× 1 square is

F1×1

44
=

128(π − 2)

44π3
' 0.0184. (2)

This result was first obtained via a complicated mapping between Fp and
Abelian sand-pile models [20, 21]. According to the authors this process
“becomes very tedious” for longer self-avoiding polygons, so that very few
explicit values for Fp have been published in the literature so far, and all
pertain to self-avoiding polygons of length ` ≤ 6.

See Fig. (1) for an illustration of the convergence of the fraction of closed
walks on the infinite square lattice whose last erased loop is a 1×1 square to
the above number. Here the extension of Viennot’s lemma to infinite graphs
yields the ordinary generating function of closed walks whose last erased loop
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Figure 2: Illustration of the 12 walks of length 6 on the square lattice whose last erased
loop is right-oriented 1 × 1 square cycle (highlighted in red). The numbers next to the
highlighted edges indicate the order in which these edges are traversed.

is an oriented 1× 1 square, which we denote R1×1(z), as

R1×1(z) =
1

256 π4z4

( (
16z2 − 1

)
K(16z2) + E(16z2)

)2

× (3)( (
1− 16z2

)
K(16z2)2 + 2K(16z2)

(
8πz2 − E(16z2)

)
− 4π2z2 + E(16z2)2

)
,

= z4 + 12 z6 + 144 z8 + 1804 z10 + 23464 z12 + · · · ,

whereK(x) :=
∫ π/2

0

(
1−x sin2(θ)

)−1/2
dθ and E(x) :=

∫ π/2
0

(
1−x sin2(θ)

)1/2
dθ

are the complete elliptic integrals of the first and second kind, respectively.
In Fig. (2) we illustrate the 12 walks of length 6 on the square lattice whose
last erased loop is a 1× 1 oriented square, as correctly counted by the coef-
ficient of z6 in R1×1(z), denoted [z6]R1×1(z) = 12. Eq. (2) establishes that
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asymptotically

[z2n]R1×1(z) ∼ 128(π − 2)

44π3

(
2n

n

)2

, as n→∞.

I The fraction of closed walks whose last erased loop is a 1× 2 rectangle is

F1×2

46
=

32(π − 8)(π − 4)(3π − 8)(3π − 4)

46π4
' 0.002585.

I The fraction of closed walks whose last erased loop is a 1× 3 rectangle is

F1×3

48
=

1024(16− 3π)(64 + 3(π − 12)π)(64 + 27(π − 4)π)(128 + π(27π − 124))

48 × 81π7
,

' 0.00035499.

I The fraction of closed walks whose last erased loop is a 2× 2 square is

F2×2

48
=

32768(π − 8)2(π − 4)(3π − 8)3(9π − 32)

48 × 81π7
' 0.00044623.

I As an example of longer SAP, consider:

Then the fraction of all closed walks whose last erased loop is this SAP is

Fp
418

=
8388608

418 × 8303765625π12

(
1721510367131231944781594624

− 6733029120634416611029155840π + 12001725045126647537146527744π2

− 12895675745638007921939841024π3 + 9303982639359984674575220736π4

− 4748903115679537036020154368π5 + 1758418560456019196044640256π6

− 475910723284488375970037760π7 + 93430267561362281294131200π8

− 12973459941155225172708000π9 + 1209211981439562793530000π10

− 67906363349663583525000π11 + 1736896666805181140625π12
)
,

' 7.7644× 10−9.
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This result is well beyond what is realistically achievable from conformally
invariant measures mapped to Abelian sandpile models.

Fractions of walks whose last erased loop is a much longer SAP are easily
obtained numerically, costing no more than O(`(p)3) to compute as outlined
earlier. For example, the fraction of closed walks whose last erased loop in a
70× 70 square is

F70×70

4280
' 1.5236× 10−108. (4)

Analytically speaking these fractions become very involved very quickly as a
function of SAP length and there is no reason to believe that there exists a
simpler expression for them than that given by Eq. (1) of the Infinite Sieve
Theorem. For example, the analytical expression for the fraction of closed
walks whose last erased loop is a 6×6 square already involves sums and prod-
ucts of up to 16-digits prime integers. In fully expanded form this fraction
involves a 67-digits prime integer (!). Overall, we have calculated the frac-
tions for over 100,700,000 SAPs analytically, and for more than 3,480,000,000
SAPs numerically on the square lattice. These results as well as the accom-
panying algorithm will soon be presented in a separate contribution. The
hexagonal and triangular lattices will be also be treated.

3. Definitions

3.1. Hikes and related objects

In the general setting, we consider (weighted di)graphs G = (V ; E) with
N = |V| nodes and M = |E| edges, both of which may be infinite but the de-
gree of G must be bounded. The ordinary adjacency matrix of G is denoted
AG or simply A. If G is weighted then the entry Aij is the weight of the edge
eij from i to j if this edge exists, and 0 otherwise. The labelled adjacency
matrix of G is denoted W and its entries are formal variables belonging to
the Cartier-Foata monoid, Wij = eij.

A induced subgraph H of G, also called simply a subgraph of G and de-
noted H ≺ G, is a set of vertices VH ⊆ V together with the set of all edges
linking these vertices in G, EH = {eij ∈ E : i, j ∈ VH}.

A walk w of length `(w) from vi to vj onG is a sequence w = eii1ei1i2 · · · ei`−1j

of ` contiguous edges. The walk w is open if i 6= j and closed otherwise.

A simple cycle, also known in the literature under the names loop, cy-
cle, elementary circuit and Self-Avoiding Polygon or SAP, is a closed walk
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Figure 3: Illustration of the main objects of the hike family on a graph G: a) a hike
comprising two walks; b) a walk w = p2p3p1 ≡ p3p2p1; c) a self-avoiding hike comprising
three vertex disjoint simple cycles; d) a simple cycle. The walk w has a unique right prime
divisor, here the triangle p1. In the Cartier-Foata monoids, the starting point of this walk
can be any of the three vertices of p1 and p1 will always be the last erased loop of the
walk.

w = eii1ei1i2 · · · ei`−1i which does not cross the same vertex twice, that is,
the indices i, i1, . . . , i`−1 are all different. Two simple cycles differing only by
orientation are considered distinct (Rule 1), but two simple cycles differing
only by their starting point are taken to be identical (Rule 2). The necessity
of these choices and of the definition of hikes below can be found in Cartier
and Foata’s foundational work [14]. From now on, we employ the letter P to
designate sets of simple cycles, in particular PG will be the set of all simple
cycles on a graph G.

The central objects of the present work are hikes, a hike h being an un-
ordered collection of vertex-disjoint closed walks. Hikes can be also be seen
as equivalence classes on words W = pi1pi2 · · · pin over the alphabet of simple
cycles pi of a graph. Two words W and W ′ are equivalent if and only if W ′

can be obtained from W through allowed permutations of consecutive simple
cycles. In this context, two simple cycles are allowed to commute if and only
if they are vertex disjoint V(pi) ∩ V(pj) = ∅ ⇐⇒ pipj = pjpi.

For example, if p1 and p2 commute but neither commute with p3, then
p1p2 and p2p1 represent the same hike, but p1p3p2 and p2p3p1 are distinct
hikes.
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The letters pi1 , · · · , pin found in a hike h are called its prime divisors. This
terminology is due to the observation that simple cycles obey the defining
property of prime elements in the semi-commutative Cartier-Foata monoidH
of hikes equipped with the concatenation. In the context of Viennot’s theory
of heaps of pieces, hikes are heaps of simple cycles modulo Rules 1 and 2.
In this work, we use the terminologies “primes” and “SAPs” interchangeably.

Two special types of hikes will be important for our purpose here:
A self-avoiding hike is a hike all prime factors of which commute with one

another. In other terms, it is collection of vertex-disjoint simple cycles. If P
designates a set of simple cycles, we designate Ps.a. the set of all self-avoiding
hikes that can be built from cycles of P .

In Viennot’s terminology, a hike is a walk if and only if it is a pyramid of
cycles, i.e. a heap of cycle with a unique top cycle. Equivalently, this means
that a hike is a walk if and only if it has a unique right prime divisor p [17].
In this situation we say that p right divides the walk w, denoted p|rw or that
w is a (left) multiple of p. Remarkably, these notions are also identical with
those produced by G. Lawler’s loop erasing procedure [10]: in this framework
the unique right prime divisor of a closed walk is the last erased loop of this
walk. As an example, let p1, p2 and p3 be three simples cycles such that
p2 and p3 commute with one another, but p1 commutes with neither p2 nor
p3. Then the hike h = p2p3p1 ≡ p3p2p1 is a walk whose unique right prime
divisor is p1, i.e. p1 is the last erased loop of h. This is illustrated in Fig. (3).

3.2. Functions on hikes

A function on hikes is a complex-valued function f : H 7→ C. The most
important example here will be that of rank function.

A rank function, is a function ρ : H 7→ R that is totally additive over
the hikes, ρ(hh′) = ρ(h) + ρ(h′) and which respects the divisibility order, i.e.
h ≤ h′ ⇒ ρ(h) ≤ ρ(h′). The reverse implication does not hold in general.
Examples of rank function include the length and the number of self-crossings
of a hike. In general, we will denote ρ(h) the rank of h as per the rank func-
tion ρ(.) and will denote % any given rank, i.e. value taken by the function ρ.
In the case of the length function, `(h) is the length of hike and l denotes a
length. The set of hikes with a given rank % isH% := {h ∈ H, ρ(h) = %}. The
cardinality of this set is denoted |H%| := card(H%), if the graph is weighted
this is understood to mean the total weight carried by hikes of rank %.
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A function f : H 7→ C on hikes is associated with a formal series∑
h∈H f(h)h. This series is rarely accessible as such, rather linear alge-

bra provides tools to access a related ordinary generating function F (z) :=∑
h∈H f(h)z`(h). Important examples of functions on hikes and their related

series include:

The zeta function on hikes is the identity function over the hikes ∀h ∈
H, ζ(h) = 1. The associated ordinary generating function will be denoted
ζ(z), it is given by

ζ(z) =
∑
h∈H

z`(h) =
1

det
(
I− zAG

) ,
where AG is the adjacency matrix of the graph G on which the hikes live.

The Möbius function on hikes is the convolution inverse of the zeta func-
tion. We have

∀h ∈ H, µ(h) =

{
(−1)Ω(h), if h is self-avoiding

0, otherwise

Here Ω(h) is the prime factor counting function, its count the number of
prime right-divisors of h. The associated ordinary generating function will
be denoted µ(z), it is given by µ(z) = det

(
I− zAG

)
.

The walk von Mangoldt function on hikes Λ is defined as the number
Λ(h) of contiguous is the number of possible contiguous rearrangements of
the edges in h, obtained without permuting two edges with the same starting
point. This is equivalent to

∀h ∈ H, Λ(h) =

{
`(p), if h is a walk with unique right prime divisor p,

0, otherwise.

On a graph with N vertices, the ordinary generating function associated with
the walk von Mangoldt function is given by Λ(z) = Tr

(
I− zAG

)
−N .

4. The asymptotics of hikes and walks on finite graphs

The aim of this section is to develop sieving tools to asymptotically count
hikes satisfying certain properties on finite graphs. The main results here will
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be the Finite Sieve Theorem and its length corollary. Before we state and
prove these results, there is an important precedent to be found in Viennot’s
work [15, 22], which provides the ordinary generating functions of hikes which
are closed walk multiples of any chosen prime p, i.e. whose last erased loop
is the SAP p. Since the asymptotic expansion of this result is among the
results obtained below, we start by recalling Viennot’s result.

Viennot’s lemma [15, 22]. Let G be a finite graph. Let p be a prime on
this graph and let Wp :=

∑
w: p|rw w be the formal series of closed walks whose

unique right prime divisor is p. Then

Wp =
det
(
I−WG\p

)
det
(
I−WG

) p.
where WG\p and WG designate the labelled adjacency matrices of G\p and G,
respectively.

Viennot gave a beautiful bijective proof of this result in [15]. There are
at least four more proofs, one of which is the spirit of sieves and is provided
below. The extension of Viennot’s lemma to infinite graphs is obtained in
Section 5.1.

Proof. Let H[p,.] 6=0 be the set of hikes none of whose connected components
commute with p. Clearly, for all h ∈ H[p,.] 6=0, hp is a walk multiple of p and
we need only determineH[p,.] 6=0 to obtain the lemma. But this set is the set of
all hikes minus the set of hikes such that at least one connected component
commutes with p. Such a component must be divisible on the right by
prime(s) p′ commuting with p, hence V(p′) ⊆ G\p. Let PG\p be the set of
all such primes. The exclusion-inclusion principle then yields

∑
h∈H[p,.] 6=0

h =∑
d∈Ps.a

G\p
µ(d)M(d), with the convention that 1 ∈ Ps.aG\p and M(d) is the formal

series of the left-multiples of d. For any hike this is M(h) = det(I −W)−1h
since all hikes multiplied by h on the right are left multiples of h. Then

∑
h∈H[p,.] 6=0

h =

∑
d∈Ps.a

G\p
µ(d)d

det(I−W)
=

det(I−WG\p)

det(I−W)
.

The series Wp is obtained upon multiplying the above by p on the right.
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The sieve based proof of Viennot’s lemma suggests a wider family of
results to count exactly or asymptotically families of hikes satisfying chosen
properties on finite graphs. Concentrating on asymptotic expansions, we
have:

Finite Sieve Theorem. Let G be a finite (weighted di)graph with adjacency
matrix A. Let H be an induced subgraph of G and let PH be the set of primes
on H. Let ρ : H 7→ R be a rank function on hikes such that |H%| = λ%f(%)
with λ a real constant and f(.) a bounded function such that lim%→∞ f(%)
exists.

Then the number (weight)1 S(H%,PH) of hikes of rank ρ(h) = % which
are not multiples of primes on H is asymptotically given by

S(H%,PH)

|H%|
∼
∑
d∈Ps.aH

µ(d)λ−ρ(d), as %→∞.

The Finite Sieve Theorem’s most important application here will be with
the length rank-function and sieving subgraph H = G\p for p a prime. This
provides the asymptotic expansion of Viennot’s lemma:

Length corollary. Let G be a finite (weighted di)graph with adjacency ma-
trix A and dominant eigenvalue λ, which we assume to be unique.2 Let p be
a simple cycle or a simple path on G of length `(p) and let S(Hl,PG\p) be
defined as in the Finite Sieve Theorem.

Then S(Hl,PG\p) is equal to the number (weight) of closed walks of length
`(w) = l on G whose unique right prime divisor is p and is asymptotically
given by

S(Hl,PG\p)
|Hl|

∼ 1

λ`(p)
det

(
I− 1

λ
AG\p

)
as `→∞.

Let Err(Hl,PG\p) be the difference between the two terms above. Let f(l) :=
[zl]ζ(z/λ) be the coefficient of zl in the expansion of ζ(z/λ). Then f is

1The notation S(Hρ,PH) for this quantity is employed in keeping with conventions
from sieve theory.

2The theorem extends if λ is not unique upon replacing λ−1 by λ−g with g its multi-
plicity.
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bounded, liml→∞ f(l) exists, and

Err(Hl,PG\p) =
1

λ`(p)

∞∑
k≥0

(
∇k[f ]

(
l − `(p)

)
f(l)λk k!

− δk,0

)
det(k)

(
I− 1

λ
AG\p

)
.

with δk,0 the Kronecker delta and ∇ is the backward difference operator3.
Here, det(k)(I− 1

λ
AG\p) stands for the kth derivative of det(I−zAG\p) evaluated

in z = 1/λ.

Proof of the Finite Sieve Theorem. The proof relies on an inclusion-exclusion
principle in the poset of the hikes ordered by right-divisibility, see [17] for
an overview of this poset. Let P ( H be a set of primes and Ps.a. the set
of all self-avoiding hikes constructible from P . Let S(H%,P) be the num-
ber (weight) of hikes in H% which are not right-divisible by any prime of P .
The inclusion-exclusion principle–here the extension to hikes of the sieve of
Erathostenes-Legendre–yields

S(H%,P) =
∑
d∈Ps.a.

µ(d)|Md|,

with |Md| the number of multiples of d inHρ and µ(d) is the Möbius function
on hikes.

In order to progress, we seek a multiplicative function prob(.) such that
|Md| = prob(d)|H%| + r(d). In this expression, prob(d) approximates the
probability that a hike taken uniformly at random in H% is right-divisible
by d. If edge-weights are present, the hikes are not all uniformly probable
but follow a distribution dependent on these weights. No knowledge of this
distribution is required here. Similarly, m(d) = prob(d)|H%| is the expected
number of multiples of d in H%. Finally, r(d) is the associated error term,
arising from the fact that |Md| is not truly multiplicative. Supposing that
we can identify the m(.) function, we would obtain

S(H%,P) =
∑
d∈Ps.a.

µ(d)m(d) +
∑
d∈Ps.a.

µ(d)r(d).

3This operator acts on a function F of a variable x as ∇[F ](x) := F (x)−F (x−1), and

∇k[F ](x) designates the kth iteration of operator ∇, i.e. ∇k[F ](x) =
∑k
j=0(−1)j

(
k
j

)
F (x−

j)

15



Contrary to number theory, the first term does not admit any simpler form
without further assumptions on P . This is because of the possible lack of
commutativity between some elements of P . We note however that since
µ(d) is non-zero if and only if d is self-avoiding, and since we have required
that m(.) be multiplicative,4 then it follows that the first term is determined
solely from the values of m(.) over the primes of P .

We therefore turn to determining m(p) for p prime. The set of left-
multiples of p in H is Mp := {hp, h ∈ H}, hence in bijection with the set
H. Thus, the number of left-multiples of p in H%, is exactly |H%−ρ(p)|. Then

prob(p) +
r(p)

|H%|
=
|H%−ρ(p)|
|H%|

.

Seeking the best possible probability function prob(ρ), let us suppose that
we can choose this function such that the error term of the above equation
vanishes in the limit ρ→∞. If this is true, then we obtain

prob(ρ) = lim
ρ→∞

|H%−ρ(p)|
|H%|

.

In order to progress, we have to make an important assumption regarding
the cardinality of the set H%:

Assumption 4.1. There exists a scaling constant λ and bounded function
f : R 7→ R such that lim%→∞ f(%) exists and for % ∈ N∗

|H%| = λ%f(%).

In the case of the length rank function, this assumption is actually a propo-
sition:

Proposition 4.2. Let G be a finite (weighted di)graph with dominant eigen-
value λ of multiplicity g. Let H` := {h ∈ H : `(h) = `} be set of all hikes
on G of length `. Then, there exists a bounded function f : N 7→ R such that
lim`→∞ f(`) exists and for ` ∈ N∗ we have exactly

|H`| = λg`f(`).

4But not necessarily totally multiplicative.
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Proof. This follows directly from the ordinary zeta function on hikes ζ(z) =
det(I− zA)−1, from which we have

|H`| = [z`]

(
1

det(I− zA)

)
=

∑
i1,··· , iN``

λi11 λ
i2
2 · · ·λ

iN
N = λ`

∑
i1,··· , iN``

λi1−`λi22 · · ·λ
iN
N

where the sums run over all non-negative values of ij ≥ 0 such that
∑

j ij = `
and λ ≡ λ1 is the eigenvalue of the graph with the largest absolute value. We
assume for the moment that λ is unique and let f(`) :=

∑
i1,··· , iN`` λ

i1−`λi22 · · ·λ
iN
N =

[z`]ζ(z/λ). This function is clearly bounded and

lim
`→∞

f(`) = lim
z→1/λ−

(1− zλ)ζ(z),

exists and is finite. If |λ| is not unique and has multiplicity g, then the scaling
constant for the number of hikes becomes λg and then f(`) = [z`]ζ(z/λg).

Proceeding with Assumption 4.1–or in the case of the length rank function
Proposition 4.2–the existence of the limit for f gives

prob(p) = lim
%→∞

λ%−ρ(p)f
(
%− ρ(p)

)
λ%f(%)

= λ−ρ(p).

The prob(.) function is multiplicative over the primes as desired and yields
m(p) = |H%|λ−ρ(p). The associated error term is

r(%) = |H%−ρ(p)| − |H%|λ−ρ(p) = λ%−ρ(p)
(
f
(
%− ρ(p)

)
− f(%)

)
.

To establish the validity of these results, we need only verify that they are
consistent with our initial supposition concerning the error term, namely
that r(p)/|H%| vanishes in the limit %→∞. The existence of the limit of f
implies lim%→∞ |f

(
%− ρ(p)

)
− f(%)| = 0 and therefore that

lim
%→∞

r(p)

|H%|
= lim

%→∞
λ−ρ(p)

(
f
(
%− ρ(p)

)
− f(%)

)
= 0,

as required.

We are now ready to proceed with general self-avoiding hikes. Let d =
p1 · · · pΩ(d) be self-avoiding. Since m is multiplicative and the rank function
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is totally additive over H, m(d) =
∏

im(pi) = λ−
∑
i ρ(pi) = λ−ρ(d). The

associated error term follows as

r(d) = |H%−ρ(d)| − |H%|λ−ρ(d) = λ%−ρ(d)
(
f
(
%− ρ(d)

)
− f(%)

)
.

Inserting these forms for m(d) and r(d) in the sieve yields

S(H%,P) = |H%|
∑
d∈Ps.a.

µ(d)λ−ρ(d) + λ%
∑
d∈Ps.a.

µ(d)λ−ρ(d)
(
f(%− ρ(d))− f(%)

)
.

(5)
We can now progress much further on making an additional assumption
concerning the nature of the prime set P . We could consider two possibilities:
i) that P is the set of all primes on an induced subgraph H ≺ G; or ii) that
P is a cut-off set, e.g. one disposes of all the primes of length `(p) ≤ Θ.

In the situation where all primes commute with one-another–i.e. when Vi-
ennot’s theory of heaps of pieces reduces to number theory [17]–then one may
have both i) and ii) simultaneously. This is because in the semi-commutative
extension of number theory that holds on the monoid of hikes, coprimality
extends to being vertex-disjoint [17]. Therefore, requiring all primes to com-
mute is equivalent to forcing the graph G to be made of disjoint oriented
simple cycles. Consequently, we can choose H to be the induced subgraph
of G comprising all simple cycles of length up to some cut-off Θ and both
situations i) and ii) are realised. For this reason, number theoretic sieves
benefit from the advantages of both situations: ii) guarantees that sieves can
be used to obtain estimates on the number of primes, while i) allows these
estimates to be computable. On general graphs however, i) and ii) are not
compatible and while ii) could be used to obtain direct estimates for the
number of primes of any length, a problem of great interest, this actually
makes the sieve NP-hard to implement. We therefore focus on the first situ-
ation.

Let H ≺ G be an induced subgraph of the graph G and let that P ≡ PH
be the set of all primes (here simple cycles) on H. To conclude the proof we
need only show that the error term of Eq. (5) is asymptotically dominated
by the first term

∑
d∈Ps.a.

H
µ(d)λ−ρ(d). To this end, we note that since H is
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finite5

λ%
∑
d∈Ps.a.

H

µ(d)λ−ρ(d)
(
f(%− ρ(d))− f(%)

)
,

is a sum involving finitely many self-avoiding hikes d. In addition, given that
lim%→∞ f(%) exists (either by Assumption 4.1 or by Proposition 4.2 for the
length rank function), lim%→∞ f(%−ρ(d))−f(%) = 0 as long as ρ(d) is finite,
which is guaranteed by the finiteness of H. We have consequently established
that the error term comprises finitely many terms, each of which vanishes in
the %→∞ limit. As a corollary, the first term is asymptotically dominant:

S(H%,PH)

|H%|
∼
∑
d∈Ps.a.

H

µ(d)λ−ρ(d) as %→∞,

where we assume that |H%| 6= 0.
We now turn to establishing the length corollary of the Finite Sieve The-

orem. We are specifically looking for the number of closed walks which are
multiples of a prime p. To this end, we need only choose H correctly. Let h
be a hike, for w = hp to be a walk of length l, then h must have length l−`(p)
and be such that none of its right-prime divisor commutes with p. The sieve
must thus eliminate all hikes h which are left-multiples of primes commuting
with p. Observe that all such primes are on H = G\p. Consequently the
Finite Sieve Theorem yields, for |Hl−`(p)| 6= 0,

S(Hl,PG\p) = |Hl−`(p)|
∑
d∈Ps.a.

µ(d)λ−`(d)

+ λl−`(p)
∑
d∈Ps.a.

µ(d)λ−`(d)
(
f(l − `(p)− `(d))− f(l − `(p))

)
,

where λ is now the graph dominant eigenvalue per Proposition 4.2. The
asymptotically dominant term is a sum over all the self-avoiding hikes on
G\p, each with coefficient µ(d)λ−`(d) and is equal to det(I− λ−1AG\p). Since
furthermore |Hl−`(p)| = |Hl|λ−`(p)f

(
l−`(p)

)
/f(l), we have asymptotically for

l� 1
S(Hl,PG\p)
|Hl|

∼ λ−`(p) det

(
I− 1

λ
AG\p

)
,

5G is finite and so are all its induced subgraphs.
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while the error terms is

Err(Hl,PG\p) :=
S(Hl,PG\p)
|Hl|

− λ−`(p) det

(
I− 1

λ
AG\p

)
,

= λ−`(p)
(
f
(
l − `(p)

)
/f(l)− 1

)
det

(
I− 1

λ
AG\p

)
+

λ−`(p)

f(l)

∑
d∈Ps.a.

µ(d)λ−`(d)
(
f(l − `(p)− `(d))− f(l − `(p))

)
.

The last line can be brought in determinantal form as well, since

f(l − `(p)− `(d))− f(l − `(p)) =

`(d)∑
k≥1

∇k[f ]
(
l − `(p)

)
k!

(
`(d)

)
(k)
,

with (a)(k) :=
∏k−1

i=0 (a− i) the falling factorial and ∇ the backward difference
operator. This operator acts on a function F of a variable x as ∇[F ](x) :=
F (x) − F (x − 1), and ∇k[F ](x) designates the kth iteration of operator ∇,
i.e. ∇k[F ](x) =

∑k
j=0(−1)j

(
k
j

)
F (x− j). Then

λ−`(p)

f(l)

∑
d∈Ps.a.

µ(d)λ−`(d)
(
f(l − `(p)− `(d))− f(l − `(p))

)
.

= λ−`(p)
∑
d∈Ps.a.

H

µ(d)λ−`(d)

`(d)∑
k≥1

∇k[f ]
(
l − `(p)

)
f(l) k!

(
`(d)

)
(k)
.

The upper limit of the inner sum over k can be extended to∞ since all terms
with k > `(d) are nul. Noting that

(
`(d)

)
(k)
z`(d) = zk dk

dzk
z`(d), this allows us

to invert the two sums, yielding

λ−`(p)
∞∑
k≥1

∇k[f ]
(
l − `(p)

)
f(l)λk k!

det(k)
(
I− 1

λ
AG\p

)
.

Now setting k = 0 in the above recovers λ−`(p)
(
f
(
l−`(p)

)
/f(l)−1

)
det
(
I− 1

λ
AG\p

)
with the exception of the −1 in the parenthesis, which can be introduced as
−δk,0. This establishes the Finite Sieve Theorem and its length corollary.
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Figure 4: a) A self-avoiding polygon p on the square lattice; b) Polygon p and all the
edges that have at least one endpoint on p; c) Graph Gp.

5. Infinite graphs

5.1. Viennot’s lemma on infinite graphs

As we have seen, when counting closed walk multiples of a prime ac-
cording to their length on finite graphs6, the Finite Sieve Theorem produces
the asymptotics of Viennot’s lemma. To put the infinite graphs results in
context we thus start by proving that this lemma extends to infinite graphs
with bounded degree. Here, we state only the ordinary generating function
version of the extension here, that for formal series on hikes is provided in
Appendix B.

Proposition 5.1. Let G be an infinite (weighted di)graph with bounded de-
gree. Let p be a prime on G, with support V(p) and neighborhood N (p). Let
Gp ≺ G be the induced subgraph of G with vertex set V(Gp) = V(p)∪N (p) (see

Fig. 4 for an example) and Bp its adjacency matrix. Let R(z) =
(
I−zA

)−1∣∣
Gp

be the restriction of the resolvent of G to Gp.
Then the ordinary generating function Rp(z) of closed walks whose last

erased loop is p is given by

Rp(z) = z`(p) det
(
I + zR(z)Bp

)
. (6)

Observe that neither the series det(I− zAG\p) nor det(I− zA) appearing
in Viennot’s original lemma are well defined on infinite graphs—e.g. all their

6Recall that this is the same thing as counting closed walk whose last erased loop is a
certain simple cycle.
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finite order coefficients can be infinite. Their ratio evaluated on a sequence
of finite graphs converging to G (as defined in Appendix A) nonetheless gives
rise to a well defined series in the sense of the Proposition above.

Proof. Let {GTor
N }N∈N be the small torus sequence of graphs converging to G

as defined in Appendix A. For any SAP p, define N(p) ∈ N such for all N ≥
N(p), then Gp is an induced subgraph of GN .7 The result follows by using
Viennot’s lemma on GTor

N and grouping all terms into a single determinant.
Let p be a prime of finite support, hence finite length `(p) on G. Let N ≥
N(p), RN(z) := (I− zAGTor

N
)−1 and BN(p) := AGTor

N
−AGTor

N \p
. Then Viennot’s

lemma onGTor
N yields the ordinary generating function RN,p(z) of closed walks

whose last erased loop is p on GTor
N as

RN,p(z) =
det(I− zAGTor

N \p
)

det(I− zAGTor
N

)
= det

(
RN(z)

)
det
(
I− zAGTor

N
+ zBN,p

)
,

= det
(
I + zRN(z)BN,p

)
.

Given that the sequence of small tori GTor
N converges to G, limN→∞RN,p(z) =

Rp(z) provided we can show that det
(
I + zRN(z)BN,p

)
is well defined under

this limit.
Now since

(
BN,p

)
ij

= 0 unless both i, j ∈ V(p) ∪ N (p) and since p is of

finite length, then det
(
I + zRN(z)BN,p

)
is equal to the determinant of the

finite |V(p)∪N (p)| × |V(p)∪N (p)| matrix Qij :=
(
I+ zRN(z)BN,p

)
ij

, for i, j

in p and its neighborhood. Given that BN,p
∣∣
Gp

= Bp for all N ≥ N(p) and

since the graph has bounded degree limN→∞ RN(z) = R(z) is well defined.
We consequently have

Rp(z) = lim
N→∞

RN,p(z) = lim
N→∞

det
((

I + zRN(z)BN,p
)
|Gp
)

= det
(
I + zR(z)Bp

)
.

We emphasise that the determinant det
(
I + zR(z)Bp

)
is equal to that of

the finite matrix Q and no considerations pertaining to the determinants of
infinite matrices is needed.

We illustrate Viennot’s lemma on infinite graphs with the ordinary gen-
erating function Re(z) of closed walks whose last erased loop is an edge cycle

7Existence of N(p) is guaranteed for finite length SAPs as the small torus GTor
N :=n2

contains the ball of radius n/2 centred on the starting point of p on G.
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Figure 5: Illustration of the 7 walks of length 4 on the square lattice whose last erased loop
is an edge cycle (highlighted in red). The numbers next to the highlighted edges indicate
the order in which these edges are traversed.

e on the square lattice. Direct application of Eq. (6) gives

Re(z) =
π

4
− 1

16
+

1

16π2

(
64z2 − 4

)
K
(
16z2

)2
+

1

4π

(
K
(
16z2

)
− π2

)
, (7)

= z2 + 7 z4 + 70 z6 + 807 z8 + 10, 046 z10 + 131, 206 z12 + · · ·

where K(x) :=
∫ π/2

0

(
1 − x sin2(θ)

)−1/2
dθ is the complete elliptic integral

of the first kind. In Fig. (5) we illustrate the 7 walks of length 4 on the
square lattice whose last erased loop is an edge cycle, as correctly counted
by [z4]Re(z) = 7. Typically, generating functions for walks whose last erased
loop is a certain self-avoiding polygon p, such as Re(z) above, are not mero-
morphic as functions of z. Consequently, the asymptotic growth of their
coefficients cannot be determined with the traditional tools of meromorphic
asymptotics [23]. In the next section we develop a generic method as a re-
placement that allows us to determine this asymptotic growth for any prime
p.

5.2. Asymptotic expansion of Viennot’s lemma

We now aim at establishing the formula for the fraction of walks whose
last erased loop is any chosen self-avoiding polygon on any infinite vertex-
transitive graph.

Proof of Corollary 2.1. The first difficulty in extending the Finite Sieve The-
orem to infinite graphs comes from the proliferation of hikes on such graphs:
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there are either exactly 0 or infinitely many hikes of any given length. Fur-
thermore, the number of hikes increases uncontrollably with the length as
there are also infinitely many more hikes of any length L′ > L than of length
L. These observations continue to be true even when hikes are considered
up to translation. To make matters worse, the fraction of all hikes which
are walks is exactly 0; and even with edge weights uniformly set to 1/λ, the
total weight carried by all walks whose last erased loop is any SAP p is still
divergent.

To resolve these serious difficulties requires us to separate the finite sieve
results into two contributions, the first of which relates hikes to walks and
the second relates closed walks to walks with fixed last erased loop p. This
second contribution must itself be dealt with carefully to cure divergences
stemming from the non-meromorphic nature of the generating functions pro-
duced by the extension of Viennot’s Lemma to infinite graphs. We illustrate
every step of the proof with explicit results on the square lattice.

Let us consider the dominant term of the asymptotic expansion of Vi-
ennot’s lemma on the sequence of finite graphs GTor

N . Fixing N , consider p
a self-avoiding polygon on GTor

N . Using the transformation presented in the
extension of Viennot’s lemma to infinite graphs, we can express the asymp-
totic fraction of hikes of length l that are walks whose last erased loop is p
as l→∞ as

S(Hl,PGTor
N \p

)

|Hl|
∼ λ−`(p) det

(
I− 1

λ
AGTor

N \p

)
= λ−`(p) lim

z→1/λ−
ζN(z)−1 det (I + zRN(z)Bp) .

This suggests a strategy consisting of proving separate convergence in z →
1/λ− of the two terms in the limit above. This naive strategy ultimately
fails, but the procedure that works is best understood once the nature of this
failure is made apparent and several results we will obtain along the way are
necessary to implement the correct proof strategy. In this spirit, we pretend
to follow the naive approach and thus first examine the behaviour of the limit
limz→λ−1 ζN(z)−1 asymptotically in N :

Lemma 5.2. Let {GTor
N }N∈N be the small tori sequence of vertex-transitive

graphs converging to the infinite bounded-degree vertex-transitive graph G
with maximum eigenvalue λ. Let ζN(z) be the zeta function of hikes on GTor

N
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and let R(z) = R(z)ii be the ordinary generating function of closed walks on
G. Then,

lim
N→∞

ζN(z)1/N = ζ̃(z) = exp

(∫
1

z

(
R(z)− 1

)
dz

)
. (8)

Furthermore α := limz→1/λ− ζ̃
−1(z) is well defined. All the coefficients [zn]ζ̃(z)

are positive integers, while the coefficients [zn]ζ̃−1(z) are integers.

Proof. Since the log-derivative of the hike zeta function is the trace of the
resolvent, the log derivative of ζ(z)1/N is, on vertex-transitive graphs, a single
diagonal entry of the resolvent, yielding Eq. (8). Assuming that the dominant
eigenvalue is unique, R(z) diverges at worse as 1/(1 − zλ) around z ∼ 1/λ
so that necessarily

∫
1
z

(
R(z)− 1

)
dz converges in 1/λ.

To understand the coefficients of [zn]ζ̃(z), let h be a hike and let w1, · · ·wn
be vertex-disjoint walks making up hike h, i.e. h = w1w2 · · ·wn modulo the
fact that all these walks commute with one another. A rooted hike hroot is
the object obtained from h on translating all walks wi so that the origin lies
on their unique right prime divisor but retaining the fact that they commute.
Then [zn]ζ̃(z) counts the number of rooted hikes of length n, ζ̃(z) is the zeta
function of rooted hikes, while µ̃(z) := ζ̃−1(z) is the Möbius function on
rooted hikes.

Corollary 5.3. On the square lattice, the generating function of rooted hikes
is

ζ̃(z) = exp

(∑
n≥1

(
2n

n

)2
z2n

2n

)
,

= 1 + 2z2 + 11z4 + 86z6 + 805z8 + 8402z10 + 94306z12 + . . . ,

This is illustrated on Fig. (6). The corresponding Möbius function is

µ̃(z) := 1/ζ̃(z),

= 1− 2z2 − 7z4 − 50z6 − 456z8 − 4728z10 − 53095z12 + . . . ,

and α := ζ̃−1(1/λ) = 1
4
e

4C
π ' 0.8025... with C Catalan’s constant.
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Figure 6: The [z4]ζ̃(z) = 11 objects of length 4 giving rise to distinct rooted hikes of
length 4 on the infinite square lattice. Rigorously speaking, rooted hikes are obtained on
considering the above objets up to translation of each walk.

Proof. While this result is an immediate corollary of the precedent lemma,
we can prove it directly by considering the sequence of small n × n square
lattices GSq

n2 converging to G as described in Appendix A. The eigenvalues

of GSq
N :=n2 are λ(i, k) = 2 cos

(
π j
n+1

)
+ 2 cos

(
π k
n+1

)
, where j and k are two

integers between 1 and n. Product-integration yields

lim
N→∞

ζN(z)1/N = exp

(∫
S

log
(
1− 2z cos(πx)− 2z cos(πy)

)
dxdy

)
.

with S the unit square [0, 1] × [0, 1]. We now obtain the relation to R(z)
directly. Observe that∫

S

log
(
1− 2z cos(πx)− 2z cos(πy)

)
dxdy =

−
∑
n≥1

(2z)2n

2n

∫
S

(
cos(πx) + cos(πy)

)2n
dxdy,

where we used the fact that odd powers of the sum of the cosines must have
0 integral over S since both cosines are symmetric functions on S. Then we
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have∫
S

(
cos(πx) + cos(πy)

)2n
dxdy =

n∑
h=0

(
2n

2h

)∫ 1

0

cos(πx)2n−2hdx

∫ 1

0

cos(πy)2hdy,

=
n∑
h=0

(
2n

2h

)
Γ
(
n− h+ 1

2

)
√
π(n− h)!

Γ
(
h+ 1

2

)
√
πh!

,

=
4nΓ

(
n+ 1

2

)2

π(n!)2
=

(
2n

n

)2

4−n.

It follows that
∫
S

log
(
1− 2z cos(πx)− 2z cos(πy)

)
dxdy = −

∑∞
n=1

(
2n
n

)2 z2n

2n
=

−
∫

1
z

(
R(z)− 1

)
dz.

Lemma 5.2 implies that asymptotically, whenN � 1, limz→1/λ− ζN(z)−1 ∼
αN is well defined. We will see later on that αN relates the density of hikes
to that of walks on an infinite graphs. More precisely, it can be interpreted
as follows: every time a vertex is added to a graph GTor

N or GSq
N , N � 1, the

fraction of hikes which are closed walks is multiplied by α.

Returning to the fraction of hikes on GTor
N which are walk whose last

erased loop is p, Lemma 5.2 and our naive strategy suggest that we express
this fraction asymptotically for N � 1 as

det

(
I− 1

λ
AGTor

N \p

)
?

= αN lim
z→λ−1

det
(
I + zRN(z)Bp

)
. (9)

In fact the right hand side is divergent under the limit z → 1/λ−, but we
will see below that its divergence is generic: it is the same for any SAP p as
well as for all closed walks. In other terms, the right hand side diverges only
because the series of all walks diverges at the point z → 1/λ−, hinting that
the fraction of walks whose last erased loop is p with respect to all walks
might itself be well defined. To put this observation on firm foundations, we
need to show that limz→1/λ− det

(
I+zRN(z)Bp

)
/R(z) is well defined, and that

the fraction of all walks with respect to all hikes is well defined as well, in
spite of the generic divergence. These two results rely on different techniques.
We start with proving of the second fact without which the first would be
useless.
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Lemma 5.4. Let G be an infinite vertex-transitive graph of bounded degree.
Let {GTor

N }N∈N be the small tori sequence of vertex-transitive graphs converg-
ing to G. Let • be any vertex of G. Then the fraction F• of hikes which are
closed walks from • to itself is asymptotically given by

F• ∼
αN

N
, N →∞.

In this expression α is the constant defined in Lemma 5.2.

The 1/N factor in F• originates from that we have fixed the vertex •.
If instead we consider translation invariant quantities, i.e. we consider all
closed walks irrespectively of their starting point, then the fraction of hikes
which are closed walks is asymptotically αN , N � 1.

Remark 5.1. Let |W |N(`) and |H|N(`) be the total number of walks and
of hikes up to length ` ≥ 0 on GTor

N , respectively. Then, Lemma (5.4) is
equivalent to

lim
N→∞

lim
`→∞

1

N
log
(
|W |N(`)/|H|N(`)

)
= log(α),

that is the density of the logarithm of the fraction of hikes which are closed
walks is well defined on G.

Proof. On the finite graphs GTor
N , the fraction of all closed walks off • with

respect to hikes is given by F• = det(I − 1
λ
AGTor

N \•
). Let BN,• be the N × N

identically zero matrix except on edges adjacent to • where its value is 1,
i.e. so that AGTor

N \•
= AGTor

N
− BN,•. Then F• = det(I − 1

λ
AGTor

N
+ 1

λ
BN,•) and

we determine this determinant by expansion around AGTor
N

, hereafter denoted
AN in order to alleviate the equations. This gives

F• = det

(
I− 1

λ
AN

)
+

1

λ
Tr

(
adj

(
I− 1

λ
AN

)
BN,•

)
− 1

2λ2
lim

z→λ−1
det (I− zAN)

[
Tr2
(
RN(z)BN,•

)
− Tr

(
RN(z)BN,•

)2
]
.

All orders of degree higher than two are exactly zero. In this expression

RN(z) :=
(
I− zAN

)−1
, Tr(M) designates the trace of a matrix M and adj(M)

its adjugate.
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Order zero of the expansion is null since λ is an eigenvalue of GTor
N . By

the same token, the adjugate matrix of the first order is proportional to the
projector PN,λ onto the eigenvector associated with λ on GTor

N

adj

(
I− 1

λN
AN

)
= αN PN,λ,

where αN :=
∏

λi∈Sp(AN )
λi 6=λN

(1− λi/λN). Since GTor
N is regular PλN = 1

N
J, where

Jij = 1. Then

1

λ
Tr

(
adj

(
I− 1

λ
AN

)
BN,•

)
=
αN
λ
× 2λ

N
= 2

αN
N
,

since BN,• has exactly 2λ non-zero entries.
The second order of the expansion is always well defined, as is readily

seen from the equivalent form

− 1

2λ2
lim

z→λ−1
det (I− zAN)

[
Tr2
(
RN(z)BN,•

)
− Tr

(
RN(z)BN,•

)2
]

=
αN
λ2

[
Tr
(
PN,λBN,•

)
Tr
(
CNBN,•

)
− Tr

(
PλNBN,•CNBN,•

)]
. (10)

where
CN := lim

z→1/λ−

(
I− PN,λ

)
RN(z), (11)

and

αN := lim
z→1/λ−

(1− zλ)−1 det (I− zAN) =
∏

λi∈Sp(AN )
λi 6=λN

(1− λi/λN),

which, by Lemma 5.2, is asymptotically given by αN for N � 1 and α =
ζ̃(1/λ)−1. The second line of Eq. (10) stems directly from the observation
that PN,λ is a rank one projector. Indeed for any such projector Q and matrix
M of bounded norm we have Tr

(
(QM)2

)
= Tr2

(
QM
)
.

Each term of the second line of Eq. (10) can be evaluated generically.
For convenience, let c0 be the diagonal entry of CG, c1 the entry relating
first neighbours on G and c2,i, all the distinct entries of CG relating second
neighbours on G. Then Tr

(
PN,λBN,•

)
= 2λ/N , Tr

(
CNBN,•

)
= 2λc1 and

N Tr
(
PλNBN,•CNBN,•

)
=

∑
ordered

vertex pairs vi, vj

deg(vi)deg(vj)Cvivj ,

= (λ2 + λ)c0 + 2λ2c1 +
∑
i

n2,i c2,i,
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Figure 7: In thick red edges, corolla graphs G• on: a) the square lattice; b) the triangular
lattice; c) the hexagonal lattice. The same construction and proof given in this section
applies to any vertex transitive graph, in particular it is not limited to planar lattices and
corollas can be considered in any dimension.

where deg(vi) is the degree of vi on the corolla G• (see Fig. 7 for an illustration
of corolla graphs) and n2,i is the number of times entry c2,i appears. Recursion
relations between the entries of CG presented in Appendix C give c0 = 0,
c1 = −1,

∑bλ/2c
i=1 n2,ic2,i = −λ2. The second order then generically evaluates

to
αN
Nλ2

(
−4λ2 − (−2λ2 − λ2)

)
= −αN

N
.

We can finally put the zeroth, first and second orders of the determinant
expansion together, yielding

det

(
I− 1

λ
AN

)
= 0 + 2

αN
N
− αN

N
=
αN
N
.

Asymptotically, for N � 1, αN ∼ αN as per Lemma 5.2, which gives the
result.

The method employed in the proof of Lemma 5.4 to calculate the fraction
of hikes which are closed walks extends to any self-avoiding polygon. In this
more general situation, the expansion of the determinant always terminates
at a finite order which grows with the polygon’s length. The formulas to be
evaluated become very involved however, to the point of being effectively im-
practical even for short SAPs. We nonetheless provide the general expression
of the formal expansion at all orders for any SAP in Appendix D.

To further exemplify this determinant expansion it is worth considering
the calculation of the fraction Fe of hikes which are walk whose last erased
loop is an edge e on the square lattice. In this case, the expansion of Fe
around det(I− 1

λ
AG) has exactly four non-zero orders each of which involves
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complicated sums of entries of the graph resolvent R(z) For example, the
second order is asymptotically equal to

lim
z→1/λ−

αN
λ2N

(
112R10(z)− 38R00(z)− 40R11(z)

− 20R20(z)− 12R21(z)− 2R30(z)
)

=
αN

λ2N
×−10,

for N � 1. Although λ = 4 on the square lattice, we left it unevaluated to
help see that this is the second order of the expansion. Here Rij(z) designates
the entry of the resolvent relating two vertices with distance i along x and j
along y. Taken together, the four orders of the determinant expansion give
asymptotically for N � 1

Fe =
1

λ2

(
14
αN

λN
− 10

αN

λ2N
− 80

αN

λ3N
+ 96

αN

λ4N

)
=

2αN

Nλ2
=
αN

8N
,

where the overall 1/λ2 factor in front arises from the fact that the edge has
length 2 and would simply be 1/λ`(p) for a general SAP. Lemma 5.4 indicates
that αN/N relates hikes to closed walks, while the remaining 1/8 factor is
thus the asymptotic fraction of closed walks which are walk whose last erased
loop is an edge cycle. This means in particular that, whenever [z`]R(z) 6= 0,

lim
`→∞

[z`]Re(z)

[z`]R(z)
=

1

8
,

where Re(z) is the generating function given in Eq. (7).

It might struck the reader that a remarkable number of simplifications
must have taken place to yield such a simple answer as 1/8 from the compli-
cated orders of the expansion. This hints at the existence of a much simpler
calculation procedure, and this is precisely the procedure in the spirit of
Eq. (9). Now however, we will be able to remove the generic divergence of
the naive approach, having separately obtained an asymptotic expression for
the fraction of walks with respect to hikes by Lemma 5.4.

Lemma 5.5. Let G be an infinite vertex-transitive graph of bounded-degree
and let λ be the supremum of its spectrum. Let {GTor

N }N∈N be the small tori
sequence of vertex-transitive graphs converging to G. Then the asymptotic

31



fraction of closed walks which are walk whose last erased loop is p is well
defined and given by

Fp
λ`(p)

= lim
N→∞

lim
z→1/λ−

z`(p)
det
(
I + zRN(z)Bp

)
det
(
I + zRN(z)B•

) ,
=

1

λ`(p)+1
degT. adj

(
I + CG

∣∣
p
.Bp
)
. 1,

where CG
∣∣
p

is the restriction to Gp of CG := limz→1/λ−(I− Pλ)R(z).

Proof. According to the Finite Sieve Theorem, the asymptotic fraction of
hikes which are closed walks whose last erased loop is p onGTor

N is limz→1/λ− z
`(p) det(I−

zAGTor
N \p

). Since all the limits taken here are finite and well defined (as ev-

erything takes place on GTor
N ), the asymptotic fraction of closed walks whose

last erased loop is p on these finite graphs is

limz→1/λ− z
`(p) det(I− zAGTor

N \p
)

limz→1/λ− z0 det(I− zAGTor
N \•

)
= lim

z→1/λ−
z`(p)

ζN(z) det(I− zAGTor
N \p

)

ζN(z) det(I− zAGTor
N \•

)
,

= lim
z→1/λ−

z`(p)
det
(
I + zRN(z)Bp

)
det
(
I + zRN(z)B•

) .
We now turn to studying the behaviour of the right hand side as N → ∞.
To this end, we expand I + zRN(z)Bp around 1/λ with z < 1/λ.

We need to distinguish behaviours based on the dimensionality d > 1 of
the lattice under study. We ignore the trivial 1D case (for which the only
SAP is the edge, and the fraction of closed walks whose last erased loop is
the left or right edge attached to any vertex is 1/2). On d > 1 dimensional
lattices we have,

I + zRN(z)Bp = CNBp −
1

λπ
PN,λBp Lid/2(1− zλ) +O(1− zλ), (12)

with CN as defined in Eq. (11) and Lia(x) :=
∑

n>1
xn

na
is the a-polylogarithm

function. Combinatorially, it arises here from summations over closed walks
weighted by λ−`, which leaves a residual total weight asymptotically given by
`−d/2 for all closed walks of length `� 1. The generic nature of the behaviour
exhibited by I+zRN(z)Bp is now readily apparent: 1) divergence occurs only
on 2D lattices, where it is logarithmic; 2) it is the same for all SAPs; and 3) it
is also the same for all closed walks (which are readily recovered upon taking
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p to be length 0, i.e. Bp ≡ B• is a corolla). Thanks to these observations,
the determinant expansion at 1/λ− is

det
(
I + zRN(z)Bp

)
= det

(
CNBp −

1

λπ
PN,λBp Lid/2(1− zλ) +O(1− zλ)

)
,

= − 1

πN
Lid/2(1− zλ)

1

λ
degT. adj (I + CN .Bp) . 1

+ o
(
Lid/2(1− zλ)

)
,

where we used the matrix-determinant lemma and the QR decomposition

− 1

λπ
PN,λBp = − 1

πN
× 1

λ
× 1.degT.

This decomposition relies on the observation that PN,λ is the projector onto
1, i.e. that all GTor

N are regular.8 We recall that in the above expression,
deg = Bp.1 = diag(B2

p) is the degree of vertices on Gp. Similarly, at 1/λ−,

det
(
I + zRN(z)B•

)
= − 1

πN
Lid/2(1− zλ) + o

(
Lid/2(1− zλ)

)
,

and finally

z`(p)
det
(
I + zRN(z)Bp

)
det
(
I + zRN(z)B•

) =
1

λ`(p)+1
degT. adj (I + CN .Bp) . 1 + o(1),

which yields the result after taking the limits z → 1/λ− and N → ∞ now
both clearly well-defined, even when d = 2. Combinatorially, the diver-
gence curing on 2D lattices effected here comes from relating walk whose last
erased loop is a fixed SAP to all closed walks rather than directly to the
hikes. The relation between closed walks and hikes is performed separately
through Lemma 5.4.

Remark 5.2. Recall that R(z) and Rp(z) are the ordinary generating func-
tions of all closed walks on G and of closed walk whose last erased loop is p on
G, respectively. The finite sieve here indicated that the limit in z → 1/λ− of

8This step can be adapted should we consider lattices which are not vertex-transitive
but for which G/Aut(G) has finitely many vertices. This is beyond the scope of this work.
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the ratio of power series Rp(z)/R(z) yields the asymptotic behaviour of the
term-by-term ratio [z`]Rp(z)/[z`]R(z) as ` → ∞, which rather corresponds
to an Hadamard division of Rp(z) by R(z), i.e.

lim
z→1/λ−

Rp(z)

R(z)
= lim

`→∞

[z`]Rp(z)

[z`]R(z)
.

This is a corollary of the fact that the leading divergence of both Rp(z) and
R(z) located at z = 1/λ. For a general discussion on the relation between
Hadamard products and singularity analysis, we refer to [24].

This concludes the proof of the Infinite Sieve Theorem.

5.3. Probabilistic interpretations

The results of the Infinite Sieve Theorem have a probabilistic interpre-
tation which motivated the study of the fraction Fp/λ

`(p) in the literature
ultimately leading to SLE2, albeit without the relation to hikes and the ex-
plicit form of Eq. (1). Here the interpretation of Fp/λ

`(p) as a probability
distribution over the SAPs is first manifested in the following:∑

p: SAP

Fp
λ`(p)

= 1. (13)

Combinatorially, this trivially states that any walk has a unique right prime
factor [17] and consequently the total fraction of all closed walks whose last
erased loop is any SAP is exactly 1.

Remark 5.3. All simple cycles passing through some chosen vertex of G
are present in the sum of Eq. (13). Following the rules in the Cartier-Foata
monoid of the hikes, a SAP of length `(p) thus appears at least 2`(p) times in
the sum. Here, the factor of 2 accounts for the orientation; and `(p) reflects
all the valid starting points for the SAP as a closed walk.9 For example, on

9Rigorously, what matters is the size of the equivalence class of all words on edges that
define the same hike h in the original Cartier-Foata monoid. As mentioned earlier, this
size is the value of the von Mangoldt function Λ(h), which is the length of the unique right
factor of a walk if h is a walk and 0 otherwise [17]. Seen as a closed walk, a SAP p is its
own unique right-prime divisor and thus Λ(p) = `(p).
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the square lattice, the 1 × 1 square gets a factor of 8 = 2 × 4 × 1 and the
1×2 rectangle has a factor of 12 = 2×6. Strictly speaking, the sum Eq. (13)
therefore runs over simple cycles with fixed starting point and the SAP index
is a (harmless) notational abuse.

We can go further in the probabilistic interpretation using purely combi-
natorial arguments:

Proposition 5.6. Let G be an infinite vertex transitive planar graph and
let p be a SAP on it. Let w be a random walk with uniform edge-transition
probability 1/λ. Run the walk until it comes back to its starting point. Then
the probability P(w 7→ p) that the last erased loop of w be p is equal to the
fraction of all closed walks (including those passing an arbitrary number of
times through the origin) whose last erased loop is p, P(w 7→ p) = Fp/λ

`(p).

Proof. Let GN be a family of finite vertex-transitive graphs of degree λ con-
verging to G as N → ∞. Let WN,p(z) be the ordinary generating function
of closed walks on GN with right prime divisor p and such that these walks
never revisit their starting point except on their final step. By construction,
we have P(w 7→ p) = limz→1/λ− limN→∞WN,p(z) provided both limits are
well defined. But

WN,p(z) = z`(p)
det
(
I− zAGN\p

)
det
(
I− zAGN\•

) ,
= z`(p)

(
ζN(z) det

(
I− zAGN\p

))(
ζN(z) det

(
I− zAGN\•

))−1

.

This has a well defined limit when N →∞ as per the extension of Viennot’s
lemma to infinite graphs

Wp(z) := lim
N→∞

WN,p(z) = z`(p)
det
(
I + zR(z)Bp

)
det
(
I + zR(z)B•

) ,
and by the Infinite Sieve Theorem the limit z → 1/λ− of the above is also well
defined. It is given by limz→1/λ−Wp(z) = Fp/λ

`(p) with Fp as per Eq. (1).

The logarithm of Fp also has a probabilistic interpretation that has not
appeared in the literature so far. It is based on results by Espinasse and
Rochet [25]:
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Proposition 5.7 (Espinasse and Rochet, 2019). Let G be an infinite vertex-
transitive graph and let p be a SAP on it. Let Ew(.) designate the expectation
value of a random variable with respect to the closed random walks defined
up to translation and weighted with probability λ−`(w). Then

log(Fp) =
∑
w:walk

Λp(w)

`p(w)
λ−`(w) = Ew

(
Λp(w)

`p(w)

)
.

Here Λp(w) counts the vertices that are both in p and the unique right divisor
of w and `p(w) is the number of vertices of p visited by w, counted with
multiplicity.

The reason for the notation Λp(w) is that this function is similar to the
von Mangoldt function Λ defined on hikes [17]. Defining Λp(h) to be 0 when
the hike h is not a walk and otherwise Λp(h) is as in the Proposition above,
we have Λp(h) = Λ(h) when p is the unique right prime divisor of h.

The combination of Propositions 5.6 and 5.7 implies the rather uncom-
mon result that the entropy of the distribution of Fpλ

−`(p) values itself has
a probabilistic interpretation. Consequences of this observation will be ex-
plored in a separate work.

6. Discussion

6.1. Extension to SAWs and further lattices

In this contribution, we presented fully deterministic combinatorial ar-
guments based on number-theoretic sieves for counting walk multiples of
SAPs on any finite or infinite vertex-transitive graphs. This is equivalent to
counting all the walks whose last erased loop following Lawler’s loop erasing
procedure is some chosen self-avoiding polygon p on such graphs. In fact,
all the results presented here are immediately valid for self-avoiding walks
(SAWs) as well. In particular, Eq. (1) of the Infinite Sieve Theorem giving
the fraction Fp is immediately correct. For a self-avoiding walk p, Fp/λ

`(p)

is the fraction of all open walks with the same fixed starting and end points
for which p is the self-avoiding skeleton remaining after loop-erasing.

Finally, the arguments presented here should extend without fundamental
changes to infinite graphs that are not vertex transitive as long as G/Aut(G)
is finite. This nonetheless requires further work and is beyond the scope of
the present contribution.
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6.2. Counting the self-avoiding polygons

We recall that R(z) and Rp(z) are the ordinary generating functions of
closed walks and of walks whose last erased loop is a SAP p, respectively.

The research presented here suggests a natural strategy to tackle the
open problem of asymptotically counting SAWs and SAPs. First, observe
that we know the exact number R(z)[L] of closed walks of length L defined
up to translation. Then, if we could determine the exact number Rp(z)[L]
of closed walks of length exactly L whose last erased loop is p, it would
be sufficient to sum this over all SAPs of length strictly less than L and
subtract the result from R(z)[L] to determine the number π(L) of SAPs of
length exactly L:

π(L) = R(z)[L]−
∑
p: SAP
`(p)<L

Rp(z)[L].

While such a precise count is not feasible in practice as L → ∞, an asymp-
totic estimate of the number of walks whose last erased loop is any chosen
SAP may seem, at first, to be sufficient to gain an insight into the number
of SAPs themselves. Following this idea, we would rather write

π(L)

R(z)[L]
= 1−

∑
p: SAP
`(p)<L

Rp(z)[L]

R(z)[L]
. (14)

and use Rp(z)[L]/R(z)[L] ∼ Fpλ
−`(p) for L � 1. Thus, we would only need

to estimate sums like

S(L) :=
∑
p: SAP
`(p)≤L

Fp
λ`(p)

,

for L� 1, in order to work out an asymptotic expansion for π(L). Such an
estimate can already be determined from R. Kenyon’s seminal results [26],
we find

S(L) = 1− L−3/5 +O(L−3/5). (15)

See also Fig 8 for a numerical illustration. This result of course wildly differs
from the (µ/λ)LL−1/2 expected here from the numerically conjectured scaling
for π(L).10 From the point of view of probability theory, the origin of this

10The correction term is L−1/2 here because we count simple cycles rather than SAPs.
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Figure 8: In red points and dashed red line, the sum over all self-avoiding polygons with
fixed starting point on the square lattice of length at most L of the fraction Fp/4

`(p), as
a function of L. The corresponding data table is presented in Appendix F. The solid
blue line is the first term of asymptotic expansion for this quantity, that is 1 − L−3/5.
The discrepancy between −3/5 and the −1/2 expected from SAP counting is due to an
accumulation of error terms in the Infinite Sieve Theorem, which require us to include
terms beyond the dominant Fp/4

`(p) or use stronger two-sided sieves.

discrepancy is clear: the law governing Lawler’s loop erased random walks
essentially converges to SLE2 rather than the conjectured SLE8/3 for SAP
and SAW models. From the point of view of sieve techniques however, the
chasm between these results originates from an uncontrolled accumulation of
error terms affecting the estimate Rp(z)[L]/R(z)[L] ∼ Fpλ

−`(p).11

It is important to recall that Fpλ
−`(p) is only the first, asymptotically

dominant term of the asymptotic expansion of the number of walks whose
last erased loop is p. In particular Fpλ

−`(p) is a good approximation to
Rp(z)[L]/R(z)[L] only when L � `(p) (see Appendix E). Yet, when we
subtract walks with fixed last erased loops from all closed walks of length

This is responsible for a factor of L in front of the L−5/2. Since in addition, R(z)[L] ∼
λL/(πL) for L� 1, this accounts for another factor of L and finally we get L×L×L−5/2 =
L−1/2.

11These errors have the same origin as those affecting the Eratosthenes-Legendre sieve
in number theory!
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L, we must consider the walks whose last erased loop p is of length up to
`(p) = L − 1. Given the exponential growth in the number of SAPs, this
means that most of our estimates are affected by large, uncontrolled errors,
and it is impossible to exploit Eq. (14) using solely S(L).

This problem has two potential solutions. The first idea is to take into ac-
count some error terms Errp(L) in the asymptotic expansion ofRp(z)[L]/R(z)[L]
so as to determine this quantity more precisely. Since all the error terms are
exactly available12, it seems possible that an extension to Kenyon’s argu-
ments would allow us to estimate sums of such error terms generically; just
as Eq. (15) does for the dominant term. This idea suffers from a major
drawback: error terms actually grow with L if we consider classes of SAPs
for which L−`(p) is fixed. Since most SAPs of length up to L−1 are close in
length to L, this means that the overall error term affecting Eq. (14) grows
uncontrollably with L. Thus, an increasingly (and unrealistically) detailed
knowledge of the errors is needed as L→∞, so that this strategy collapses
completely with respect to rigorous arguments.

6.3. The path to rigorous progress

The second approach relies on a crucial foundational work by M. Bousquet-
Mélou regarding the enumeration of heaps of pieces satisfying both left and
right constraints [27, 28]. This work opens the way for two-sided sieves in
the same manner as Viennot’s Lemma relates to the Finite and Infinite Sieve
Theorems: they give control over both the left and right prime divisors of
a walk. Consequently, the maximum length of the primes to be considered
in Eq. (14) is reduced to only L/2. The “sieving gap” between L and L/2
dramatically reduces the importance of the error terms to the extend that,
in accordance with Appendix E, we expect them all to vanish under the limit
L→∞.13 At the same time, the dominant contribution is not Fp/λ

`(p) any-
more. The resulting calculations will be presented in a separate work.

12In fact Rp(z)[L] itself is in principle exactly available from the extention of Viennot’s
Lemma to infinite graphs. In this situation however, it is a precise estimate for the sum
over SAPs of Rp(z)[L] which is utterly lacking.

13Seeing heaps of pieces as an extension of number theory as in [17], shows that this
L/2 is the extension of the

√
x gap present in all standard number-theoretic sieves. We

can similarly show that the fraction Fpλ
−`(p) extends the quantity log(x)/ log(p) and all

identities given here extend (and hence reduce to) valid number-theoretic identities. Non-
trivial (novel) results on partial sums of the Möbius function also follow heuristically.
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Appendix A Converging sequences of graphs

We here recall the notion of a converging sequence of graphs. We follow
directly the work of [29]:

Let G and G′ be two bounded degree graphs and let r and r′ be vertices
called the roots on G and G′, respectively. A topology on the space X of
isomorphism classes of rooted connected graphs is induced by the following
metric. Let BG(r, n), n ∈ N∗ be the ball of radius n centred on the root
r in graph G. Let k be the supremum of all n such that (BG(r, n), r) and
(BG′(r

′, n), r′) be isomorphic as rooted graphs and define the distance d be-
tween (G, r) and (G′, r′) as 2−k. Then d is a metric on X . Now we say that
a sequence (GN , rN) of rooted graphs converges to a rooted graph (G, r) if
and only if limN→∞ d

(
(GN , rN), (G, r)

)
= 2−∞ := 0.

In this work we specifically deal with two sequences converging to infinite
vertex-transitive graphs (termed lattices):

i) Small graph sequence: where Gn is a finite cut-out of the lattice G that
includes BG(r, n) but not BG(r, n+ 1).

In the context of planar lattices we construct a specific small graph sequence
as follows. Define GSq

N the induced subgraph of G which is the cut-out of G
contained within the square of side length n ∈ N∗ centred on r (edges being
given a length of 1). Here N stands for the number of vertices of this square
cut-out, the precise relation between n and N depending on the underlying
lattice G. We can now also define:

ii) Small torus sequence: where the small graphs GSq
N are wrapped around

a torus. The resulting graphs GTor
N are vertex-transitive tori with the

same degree as G.

Since all tori GTor
N as well as G are vertex-transitive, the roots rN and r are

irrelevant when considering convergence of this sequence. We therefore sim-
ply say that the sequence of graphs GTor

N converges to the lattice G.

The small torus sequence generalises to non-planar lattices by wrapping
around genus g > 2 tori the small graphs GHyp

N defined as the induced sub-
graph of G which is the cut-out of G contained within the d-hypercube of
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Figure 9: Examples of finite graphs part of the sequences converging to the (infinite)

square lattice: a) small graph GSq
30 with a self-avoiding polygon on it; b) corresponding

small torus GTor
30 with the same self-avoiding polygon.

side length n ∈ N∗ centred on r. In this case, the dimension d > 2 is the
smallest dimension of the space Rd such that G can be embedded in Rd in a
way that no two edges cross.

Appendix B Viennot’s lemma on infinite graphs with formal se-
ries

The proof is entirely similar to that given in the case of ordinary gener-
ating functions Proposition 5.1. We have:

Proposition B.1. Let G be an infinite (di)graph with bounded degree with
labelled adjacency matrix W. Let p be a prime on G, with support V(p)
and neighborhood N (p). Let Gp ≺ G be the induced subgraph of G with
vertex set V(Gp) = V(p) ∪ N (p) and Wp its labelled adjacency matrix. Let

R =
(
I−W

)−1∣∣
Gp

be the restriction of the formal resolvent of G to Gp.

Then the formal series of closed walks whose last erased loop is p is given
by ∑

w walk
p|rw

w = det
(
I + RWp

)
p. (16)
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Appendix C Recursion relations for C and R(z)

Recursion relations between entries of the resolvent naturally arise from
the basic observations that walks of length ` going from vertex vi to vertex
vj were walks of length `−1 from vi to a neighbours of vj. We have a similar
relation relating walks of length ` with those of length ` − 2. In terms of
generating functions, these read

λzR(z)1 = R(z)− 1,

z2
∑
i

n2,iR(z)2,i + λz2R(z) = R(z)− 1

where R(z), R(z)1 and R(z)2,i designate a diagonal entry of the resolvent, the
entry of the resolvent relating first neighbours, and entries of the resolvent
relating second neighbours, respectively. The quantity n2,i is the number
of times R(z)2,i appears. Similar recursion relations are thus obeyed by the
entries of C

c1 = c0 − 1,
1

λ
c0 +

bλ/2c∑
i=1

n2,ic2,i = λ2(c0 − 1).

where c0, c1 and c2,i are defined similarly to R(z), R(z)1 and R(z)2,i respec-
tively.

These recursion relations simplify further on noting that c0 = 0:

Lemma C.1. Let G be an infinite vertex transitive graph with bounded degree
λ and resolvent R(z). Let Pλ be the projector onto the eigenspace associated
with eigenvalue λ and let CG := lim1/λ−

(
I − Pλ

)
R(z). Then all diagonal

entries c0 of CG are 0.

Proof. Since G is regular (I− Pλ
)
ij

= (1− 1/N)δi,j + (1/N)δi 6=j. Then

((
I− Pλ

)
R(z)

)
kk

=

(
1− 1

N

)
R(z)k,k +

1

N

∑
j 6=k

R(z)j,k = 0.
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Appendix D All orders of the determinant expansion

The expansion of determinants such as det(M1 + εM2) around det(M1)
is well known. Here we report the slight variant valid when M1 is singular.
Indeed in the case of interest here M1 ≡ I−zAG which is singular in z = 1/λ.
Taking into consideration that the adjugate matrix of a singular matrix with
a kernel of dimension 1 is the projector Pλ onto that kernel times a constant
which, for us, is asymptotically αN , N � 1, the kth order of the expansion
of det(I− λ−1AG\p) for an arbitrary SAP p is:

Order(k) =
αN

λk

∑
π∈Π(k)

(−1)|π|
k∑
j=1

{
1

(πj − 1)!jπj−1
Tr
[(
− zPλBp

)(
− zCBp

)j−1
]

× Tr
[(
− zCG|pBp

)j]πj−1
k∏

m=1
m 6=j

Tr
[(
− zCG|pBp

)m]πm 1

m!mπm

}
.

In this expression, Π(k) designates the set of partitions π := {πi}1≤i≤k of
k such that

∑
i iπi = k and |π| =

∑
i πi. The matrices CG|p and Bp are as

defined in the Infinite Sieve Theorem.

Appendix E Error terms in the Infinite Sieve Theorem

The Infinite Sieve Theorem establishes the dominant term in the asymp-
totic expansion of the fraction of closed walks whose unique right prime factor
is a given SAP p. This term is dominant only under the limit `→∞, where
the closed walks under consideration have diverging length. In this section
we evaluate the accompanying error terms which come into consideration for
finite length walks. Concretely, these error terms cannot be neglected when
this finite length is ‘too close’ to that of the SAP p, in a sense which will be
made precise below.

The Infinite Sieve Theorem produces the asymptotic expansion of the ex-
tension of Viennot’s Lemma to infinite graphs which gives, for the generating
function Rp(z) of walks whose last erased loop is the SAP p,

Rp(z) = z`(p) det
(
I + zR(z)Bp

)
.

The various divergences encountered in the asymptotic expansion were specif-
ically avoided with the following form,

Rp(z) = R(z)

(
z`(p)

R(z)
det
(
I + zR(z)Bp

))
. (17)
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This presentation of Rp(z) is also supported by its combinatorial meaning:
with Lemma 5.4 the first term relates to the density of walks amongst the
hikes, while the terms in parentheses give rise to the finite asymptotic fraction
of walks whose last erased loop is p among all closed walks.

As we have seen, we should not expect any of the generating functions
appearing here to be meromorphic in general. For this reason, we should
only use properties of products of generating functions rather than ratios.
One such standard property is recalled below:

Lemma E.1. Let F (z) =
∑

`≥0 λ
`f(`)z` with λ real and f(`) a function such

that lim`→∞ f(`) exists and is finite. Then for any function G(z) of z such
that G(1/λ) is finite,(

F (z)G(z)
)
[L] =

(
G(1/λ) +

∑
k>0

∇k[f ](L)

λk k! f(L)
G(k)(1/λ)

)
× F (z)[L],

where G(k)(1/λ) stands for the kth derivative of G(z) evaluated in 1/λ.

Returning to Eq. (17), we introduce the walk correction function fw(`) :=
R(z/λ), so that the number of closed walks of length ` onG is exactly λ`fw(`).
On the square lattice, we have

fw(2`) =

(
2`

`

)2

4−2` ∼ 1

`π
for `� 1,

while fw(2` + 1) = 0, and lim`→∞ fw(`) = 0. In general, on a d dimensional
lattice fw(`) is on the order of `−d/2 for `� 1.

We may now use Lemma E.1 on Eq. (17). Together with the Infinite
Sieve Theorem, this gives

[z`]Rp(z) =

(
Fp
λ`(p)

+
∞∑
k≥1

∇k[fw](`− `(p))
fw(`)λk k!

Frac(k)
p (1/λ)

)
[z`]R(z),

with Fracp(z) := Rp(z)/R(z) and Fp as per Eq. (1). Let us denote,

Errp(2`) :=
∞∑
k≥1

∇k[fw](2`− `(p))
fw(2`)λk k!

Frac(k)
p (1/λ),

and observe that since Frac(k)
p (1/λ) does not depend on `, we may now esti-

mate the decay of the correction terms with respect to the dominant contri-
bution Fp/λ

`(p) as `→∞. Taking fw(`) ∼ `−d/2 as a guide on a d dimensional
lattice, two situations arise:

44



Length L 2* 4* 6* 8* 10* 12* 14*

S(L) 0.5 0.6473 0.7093 0.7493 0.7774 0.7984 0.8149

Length L 16* 18* 20* 22* 24* 26* 28*

S(L) 0.8282 0.8392 0.8485 0.8565 0.8635 0.8696 0.8751

Length L 30 32

S(L) 0.8799 0.8843

Table 1: Table of value for the sum S(L) as a function of L. The asterisk ∗ indicates that
all calculations for this length were analytical.

i) If `� 1 and `− `(p)� 1, then the error terms decrease proportionally

to
(
`− `(p)

)−1
on all d-dimensional vertex transitive lattices;

ii) If `� 1 but `− `(p) is on the order of 1, then the error terms actually
increase with `, as `d/2.

This analysis indicates that [z`]R(z) × Fp/λ`(p) is a good approximation to
[z`]Rp(z) when ` is much larger than `(p). This confirms the discussion of §6:
using Fp/λ

`(p) to obtain an estimate π(L) via Eq. (14) is misguided precisely
because most of the SAPs fall in situation ii), where using Fp/λ

`(p) to estimate
[z`]Rp(z) is outright wrong.

Appendix F Data table

Table 1 gives all computed values of

S(L) :=
∑
p: SAP
`(p)≤L

Fp
4`(p)

as a function of L and evaluated on the square lattice. Although most tabu-
lated values of S(L) were computed analytically, we here report only numer-
ical results rounded at 10−4 owing to length concerns. At length 32, S(L)
requires computing Fp values for 3, 484, 564, 613 self-avoiding polygons.
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Problèmes combinatoires de commutation et réarrangements. (2006).
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